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ABSTRACT

The light field or LF is a function that describes the amount of light traveling in every direction (angular) through
every point (spatial) in a scene, this LF can be captured in several ways, using arrays of cameras, or more recently
using a single camera with an special lens, that allows the capture of angular and spatial information of light rays
of a scene (LF). This recent camera implementation gives a different approach to find the dept of a scene using
only a single camera. In order to estimate the depth, we describe a taxonomy, similar to the one used in stereo
Depth-map algorithms. That consist in the creation of a cost tensor to represent the matching cost between diffe-
rent disparities, then, using a support weight window, aggregate the cost tensor, finally, using a winner-takes-all
optimization algorithm, search for the best disparities. This paper explains in detail the several changes made to
an stereo-like taxonomy, to be applied in a light field, and evaluate this algorithm using a recent database that for
the first time, provides several ground-truth light fields, with a respective ground-truth depth map.
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RESUMEN

El campo de luz (CL) es una funcion que describe la cantidad de luz que viaja en toda direccion (angular) a través
de cada punto (espacial) en una escena; este CL se puede capturar de varias maneras, utilizando matrices de cama-
ras, 0 mas recientemente utilizando una sola camara con un lente especial que permite la captura de informacion
angular y espacial de los rayos de luz de una escena. Esta reciente implementacion de camara brinda un acerca-
miento diferente para hallar la profundidad de una escena mediante el uso de una sola camara. Para estimar la
profundidad, describimos una taxonomia, similar a la utilizada en algoritmos en estéreo de mapa de profundidad,
que consisten en la creacion de un tensor de coste para representar el costo coincidente entre diferentes disparida-
des, luego, con el uso de una ventana de apoyo de peso, agregamos el tensor de coste, finalmente, mediante el uso
de un algoritmo de optimizacion del ‘ganador toma todo’, buscamos las mejores disparidades. Este documento
explica en detalle varios de los cambios realizados a una taxonomia tipo estéreo, para ser aplicada en un campo
de luz y evaluar este algoritmo mediante el uso una base de datos reciente que por primera vez, provee varios
campos de luz de realidad sobre el terreno, con un respectivo mapa de profundidad de realidad sobre el terreno.
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1. INTRODUCTION

Thanks to different devices that capture the light field
(LF), new applications have emerged to use this re-
presentation of the light in the scene.

The light field, as stated, is a 4D function, that des-
cribes the light that comes from the scene, using a
parametric representation, the most commonly used,
consist in the parameterization using the intersection
points of the light rays with two parallel planes, sepa-
rated by a distance f, usually /= 1. The intersection
points are two, denoted by the 4 coordinates L(u, v, s,
t) the first two coordinates (u, v) are called the pixel
or spatial indexes, and (s, 7) the camera or angular in-
dexes. This model was first proposed by Levoy and
Gortler in (1), and later improved and well explained
in (2). As shown in figure 1.
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Figure 1 Light field model L(u, v, s, t) of Levoy, Gort-
ler(2)

This LF can be used to display different views of the
scene, or to create a synthetic aperture focusing. Ano-
ther area of recent interest is the light field rendering,
which deals with angular interpolation of novel views,
starting from the originally captured views. Also, the
depth estimation can be applied in the LF, to improve
the virtual refocusing or to characterize the scene. (2)
The structure of the light field, makes it very simi-
lar to an array of multiple cameras, so, it is possible
to extract the depth of the scene from a LF, using an
algorithm based in a stereo or multi-camera a taxo-
nomy. Like in (3, 4).

The taxonomy of these multi-camera algorithms is

well known, and is divided in four classes:

* The first class of algorithms operates by compu-
ting a 3D cost function, then, extracting a surface
from this volume. The cost function may differ,
and also the surface extraction method. These al-
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gorithms use a local or global optimization me-
thod, to extract an optimal surface, for example
in (5), The Optimization method solve a sparse
lineal system to obtain a LF depth map.

e The second class of algorithms, works by iterati-
vely evolving an initial depth estimation to mini-
mize a cost function, for example (4).

e The third class of algorithms, are the image-space
methods, these class, first computes a set of depth
maps, to then merge the set of depth maps into a
3D scene as a post process (4).

e Finally, the fourth class, consists of algorithms
who first extract and match a set of feature points,
to then fit a surface to the reconstructed features
points, as is done in (6), or more recently to LF
in (7).

The Taxonomy that is used in this paper, follows the
first class of algorithms, it also is based in the taxo-
nomy of stereo like algorithms, treated in (3). It is
possible to find a distance between the cameras and
an object, from images taken by two cameras with
known locations, using just a simple trigonometric
relationship,

(1) Z:f(xL?xR) :f%

where Z is the distance to an interest point in space,
D is the rectified distance between the optical camera
centers, f'the focal length of the cameras and {x,, x,}
are the distances reflected in the image plane, measu-
red from the beginning of each image {O,, O, }. Whe-
re (x, - x,) is called the disparity and is denoted by the
letter d, from this, it is possible to find the distance
at which there is a point in the image space common
to both cameras, using equation 1, which is known a
priori, the focal length of the calibrated cameras, and
the distance between the cameras, which is an easily
measurable parameter (8).

The LF is a slightly more complicated structure than
stereo, however, the depth information is also enco-
ded in the data present in the LF. To analyze the depth
in the LF, it is first necessary to discuss the epipolar
images (EPI), an EPI is a simplification in 2D, of two
mixed coordinates in the LF, one Angular, and one
spatial, the most used one is E(u, s), follow by E(v,
7). the scene elements are represented in the EPI, as
lines, the depth of these objects are proportional to the
slope of these lines, for example, an object in the focal
plane will create a completely vertical line in the EPI.
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As another object is moving towards or away from
the focal plane, their slope in the EPI will change pro-
portionally. An example of a EPI is shown in Figure
2, a visual explanation of depth in the LF is shown in
Figure 3.
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Figure 2 A sample of LF, three spatial samples along the s
dimension, and an EPI. From the database of (9).
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1.1 Stereo Algorithms

This approach makes that the process of determining
the distance to a point, seen by a pair of stereo ca-
meras is equivalent to find the disparity between the
images of two rectified cameras.

Most of stereo matching algorithms can be divided
into a general taxonomy, proposed in (3) consisting of
four basic steps:

1. Matching cost computation.

2. Cost (support) aggregation.

3. Disparity computation / optimization.
4. Disparity refinement.

In this taxonomy stereo matching algorithms can be
classified into two major groups, local and global,
depending on how they operate the image. In a local
algorithm the disparity search is done in small regions
using windows to aggregate locally on the neighbor-
hood of a pixel, this have the advantage of be quick
and easy to implement, these algorithms assume that
all pixels within the matching region have the same
disparity, this is known as the fronto-parallel assump-
tion, and is not valid around disparity discontinuities,
and leads commonly to the fattening of these discon-
tinuous regions when large windows are used.

Contrary to local methods, global algorithms perform
a search in the whole image, their goal as is shown
in (3), is to find an optimal disparity d per pixel Pe.)
which minimizes a cost function.
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Figure3 A scene point P(X, Y, Z) in space, and its projection in the LF, with planes separated by a distance
fusing Light field model L(u, v, s, £) of (2). It is possible to find the depth Z by using the differences in the
epipolar projection of the point. This is equivalent to find the slope 0 s/0w.
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2 Depth Evaluation in the LF

Based in the taxonomy of stereo algorithms, is possi-
ble to create a depth estimation algorithm to be used
in light fields, the changes of an standard stereo algo-
rithm are discussed in detail in the next sub section:

2.1 Cost computation

A Cost Volume Cs(p(u'v) , d), is created from the LF,
given by equation 2, all elements of this volume, sto-
res the color difference (or dissimilarity) at several
disparities between pixels. Each pixel in the light L(s,
t, u, v), is compared with all pixels in L(s, ¢, u - sds, V),
fords=4{d_,,....d__ }, where dsmin and dsmax are
the minimum and maximum expected disparities, the
valuesof d . andd__ are determined by the capture
conditions, for example, the camera intrinsics, and the
characteristics of the scene. Normally camera intrin-
sics are previously known.

The cost then is given by:

@ Cpypd) =/ N, (EIL {stu-sd v}1I-L,
{s,tu-sd,v})

where c is an index of color channels in the radiance
of the light rays, this model, only takes in to account
color spaces where the values of channels are equi-
valent, for example RGB color space. The variable
E, is an expected value estimator along one of the
two angular coordinates. For example, the coordinate
s in Equation 2. In this document, the mean and the

median are used as E. The function N, is the cost
measure distance of a pixel p P for an specific dispa-
rity d . Finally, / is an identity matrix, placed to repeat
E[L{s, t, u-sd, vi] along the s dimension and allow
the dimensionality of the difference.

2.2 Cost aggregation

The cost function C(p,, . d) to find the disparity,
usually is object of many manipulations to increase
the performance in the final step. A common opera-
tion consist in the aggregation of cost using windows
of constant disparity d, over a three-dimensional cost
Csp_((u,v) , ds). An extensive comparison of mean,
Gaussian, shiftable and others square windows, can
be found in (3). Recently, adaptive support windows
have been proposed, and are well studied in (10). In
this work, as an evaluation procedure, are used squa-
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red Gaussian windows of size N and standard devia-
tion Vy, following the three-sigma rule.

The cost aggregation can be represented by the Equa-
tion 3

(3) Cws(p(u.V)’ d) - W(q”’(m»n) ’ d)*CS(p(“,V)’ ds)’

where W represents the window filter of size m X n, in
the evaluation, only squared kernel windows are used,
of size n x n, to calculate Cws(p(u'v), d).

2.3 Disparity computation / optimization

Disparity is selected searching in Equation 3, for the
minimum cost per pixel along the disparity dimen-
sion ¢, (u, v), which occurs at disparity d _ (u, v). No
other optimization algorithm was used in this step.
The same occurs with the last step of the taxonomy,
no disparity refinement algorithm was implemented,
in order to have smoothing operations only in the ag-

gregation step of the taxonomy.
3 Evaluation Methodology

The basic structure of our Evaluation methodology,
follows completely the first three steps of the taxo-
nomy proposed by (3), which consists in applying on
a pair of rectified images, first, a matching cost com-
putation (2.1), followed by the aggregation of cost
using windows (2.2), then a disparity selection via
Winner-Takes-All the final step or the post-processing
1s not taken into consideration in this document, there
are many techniques but this step do not provide more
information to the other three steps of the taxonomy
and is heuristic. We decided to follow a taxonomy in
order to make the algorithm more understandable, so
that the results presented here can be used and repro-
duced. Each step of the evaluation is discussed below.

3.1 Cost computation

As the the cost measure distance function N s » ATC
used the L, and L, norms. As an equivalent of the Sum
of Absolute Differences (SAD), and the Sum of Squa-
red Differences (SSD). Also as the expected value es-
timator variable £, are used the Median, and Mean.

3.2 Cost Aggregation

The performance of local stereo methods depends en-
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tirely on the election of a support weight, used in this
step, [3, 11]. In this paper are used Gaussian windows,
at 12 different squared sizes, of: 1(No window), and
[3, 5,7, ..., 29]. With larger than 29 x 29 windows,
the algorithm lost performance due to the well known
fattening effect(10).

3.2.1 Windows

The mean window represent only an average of the
square vicinity of a central pixel, is the simplest win-
dow and do not require any parameter other than its
size n.

Gaussian window requires Besides its size n, the va-
lue of the variance o, this is calculated using an com-
monly used heuristic value in the literature of imple-
mentation(8) presented in equation 4.

(4) 0=03(5 —1)+08
3.3 Evaluation

The results were tested on the recent ground truth
light fields, of the Heidelberg Collaboratory for Image
Processing HCI, (9). which consist of 13 LF datasets
the mean values over the 13 datasets are taken into
consideration.

The results shown in the next section are the mean
values of the following two error measures.

1. E, . Represent the RMS or Root Mean Squared
error given by the equation 5.

1
(5) By = T / ) ld, (p(x,y) )-dg, (p(x,y) )}

Where T'is the number of pixels in the image,d,,, (p (X’y))
the ground truth disparity map in all valid pixels.

B or percentage of of bad pixels given by the equation
6.

1
©) B=+X,,ld, (0,,)-d., @, >}

Where d, is a disparity error tolerance. For the experi-
ments we use 1.0 since this coincides with previously

published studies (3, 6, 12, 13, 14, 15).
4 Results and conclusions

The results are plotted in Figures 4 through 7. The
Figure 4 shows the mean RMS error, the lower, the
better, in this case, the Median- L, estimator achieves
the best results, with a minimum for a 5 X 5 window,
The Figure 5 shows the mean percentage of bad pixels
forad, = 1, the lower, the better, in this case, again the
Median- L estimator achieves the best results, with a
minimum also with a 5 x 5 window.

In the Figure 6, is shown a ground-truth depth map for
the sample (papillon) of the database of (9). A synthe-
tic color-map was applied to the depth map, to increa-
se the depth perception. The best depth map obtained
in the B metric is shown on Figure 7. Finally in the
Figure 8 is shown a resulting depth map without any
aggregation window applied to the cost volume.

In the 4 cases studied, the best couple was Median-L1,
which resembles other studies done in stereo (3, 16),
however, it is noteworthy, that contrary to stereo, the
size of the windows with the best solution is lower,
this means that the inflection point in where the fat-
tening effect that affects the metric, is lower than in
stereo. as may be compared to previous studies (3),
we believe this is due to the greater amount of redun-
dant information obtained from the multiple views in
the LF, that makes it require less filtering, and also the
lack of noise in the synthetic LF .

An analysis of the curves that make use of the L' norm
and the L? norm, it can be seen that L' gives a better
estimate of the depth when is used in conjunction with
an aggregation window, which is the usual case, only
was overwhelmed by a short range by the L1 norm,
when no window is used.

It is hoped that this work will contribute to the analy-
sis of the depth of the light fields, providing a well
detailed taxonomy, for future researchers to improve
existing algorithms and provide a tool to guide future
depth map estimation algorithms using light field, all
metrics in this document can be compared with the
state-of-the-art of similar works in (3, 9). A sample
code to support this article can be found in matlab-
central.
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Figure 6 Ground truth for the LF database of (9), for the sample called papi-
llon.

Figure 7 Best Depth map obtained for evaluation parameter B or percentage of bad pixels.
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Figure 8 Depth map obtained without the use of an aggregation window.
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